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(S1) 

(S2) 

A. Functional form of fits to PL transients 

The dynamics of charge-carrier recombination can be described by the following rate 

equation: 

d𝑛

d𝑡
= −𝑘3𝑛3 − 𝑘2𝑛2 − 𝑘1𝑛 

where n is the charge-carrier density, k1 is the decay constant for monomolecular decay 

processes such as trap-mediated recombination, k2 is the bimolecular (electron-hole) 

recombination rate constant and k3 is the Auger recombination rate constant.[1]   

 

At lower excitation densities, monomolecular recombination dominates. The monoexponential 

function 𝐼me(𝑡) =  𝐼0𝑒−𝑘1𝑡, commonly[2] used to fit photoluminescence (PL) transients, arises 

from neglecting the bimolecular and Auger terms in Equation (S1), and taking the PL intensity 

Ime(t) to be proportional to n. I0 is the PL intensity at t = 0.  A biexponential function 𝐼be(𝑡) =

 𝐼1𝑒−𝑡 𝜏1⁄ + 𝐼2𝑒−𝑡 𝜏2⁄  may instead be used to account for both a fast and a slow monomolecular 

decay component, attributable to separate populations of charge carriers.[3] A stretched 

exponential function 𝐼se = 𝐼0𝑒−(𝑡 𝜏c⁄ )𝛽
 has also been used to phenomenologically account for 

the presence of a local distribution of monoexponential decay rates.[4] Here, a more 

heterogeneous distribution of decay rates corresponds to a distribution coefficient, , which is 

closer to 0 than 1, while the time taken for the PL intensity to drop to I0/e is c, the characteristic 

lifetime.[4a] 

 

Alternatively, bimolecular recombination may be taken into account as well.[5] If only the Auger 

recombination term is neglected, integration of Equation (S1) yields:  

𝑛𝑏𝑚(𝑡) =
𝑘1

𝑘2
[𝑒𝑘1𝑡 (1 +

𝑘1

𝑛0𝑘2
) − 1]

−1

 

where n0 is the initial charge-carrier density.  

 

The sum of many monoexponential decays with densely distributed lifetimes i, 𝐼(𝑡)~ ∑ 𝑒−𝑡 𝜏𝑖⁄
𝑖 , 

approximates to a power-law decay[6] with exponent , i.e. a function of the form 𝐼pl(𝑡) =

 𝐼0𝑡−𝛼 as detailed in Section B of the Supporting Information. 

 

The following procedures were used to obtain the fits to the 10 K PL transient depicted in Figure 

1b of the main text: 

 

  𝐼me(𝑡) was fitted between 20 and 100 ns, over which the data appeared to follow a 

roughly linear trend when depicted on a logarithmic intensity scale, resulting in 

k1 = 1.96 × 106 s-1. 

 

  𝐼be(𝑡) was fitted between 1 and 100 ns, beyond which the fit did not converge well. 

The resultant decay lifetimes were τ1 = 2.22 ns and τ2 = 39.8 ns. 

 

  𝐼se(𝑡) was fitted to the data up to 1 μs, beyond which the fit did not converge well. The 

fit converged with 𝛽=0.1939 and 𝜏c=1.51× 10-2 ns. 

 

 With k2 fixed at 10-10 cm3 s-1,[1] Equation (S2) was fitted between 1 ns and 100 μs, 

beyond which the fit did not converge well. The fit converged with 

k1 = 2.21 × 104 s-1 and n0 at its upper bound of 1018 cm-3. 
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(S3) 

(S4) 

(S5) 

(S6) 

(S7) 

(S8) 

 

 𝐼pl(𝑡) was fitted to the data over the entire time range, with  = -1.027 ± 0.003. For the 

20 and 30 K data,  = -1.071 ± 0.004 and -1.19 ± 0.01 respectively. 

 

 

B.  Power-law time dependence of PL 

Power-law decays take the form 𝐼(𝑡) ∝ 𝑡−𝛼, where I is intensity, t is time and  is some positive 

constant, and result from the superposition of many monoexponential decays with densely-

distributed recombination rates.[6a, 7] Several models have been developed to explain the 

physical origin of power-law decays for luminescence[7a, 8]. A common feature is that charge-

carriers are localized in trap states with an occupation probability p(t) of the form 𝑝(𝑡) =  𝑒−𝛾𝑡, 

where the functional form of the escape rate  varies with the model.[9] The models can be 

divided into two categories, in which the escape rate depends on either the energetic depth of 

the traps (Arrhenius detrapping models) or the separation between traps (hopping models). In 

both cases, the total PL intensity can be shown analytically to decay as a power law, given 

certain reasonable assumptions. 

Arrhenius detrapping models 

In Arrhenius detrapping models, the escape rate from a trap of energetic depth  has the form 

𝛾Arr(𝜀) = 𝜈0𝑒−𝜀 𝑘B𝑇⁄  

where 0 is the attempt-to-escape frequency.[9] The PL intensity decays as a power law if the 

energetic distribution of the traps is exponential.[8a, 10] 

In the simplest such model the charge-carrier is assumed to rapidly undergo radiative 

recombination after escaping to the band edge, without retrapping.[11] Randall and Wilkins[8a, 

11] analytically derive a power-law decay under these conditions as follows: 

If N(,t) is the number of charge-carriers in traps of depth  at time t, then  

d𝑁(𝜀, 𝑡)

d𝑡
= −𝑁(𝜀, 𝑡)𝛾Arr(𝜀) 

Integrating then gives  

𝑁(𝜀, 𝑡) = 𝑁0(ε) exp(−𝜈0𝑡𝑒−𝜀 𝑘B𝑇⁄ ) 

where 𝑁0(ε) = 𝑁(𝜀, 0). The PL intensity I(t) is proportional to the rate of supply of charge-

carriers to the band edge, so if the traps have an energetic distribution given by n(),   

𝐼(𝑡) ∝ ∫ 𝑛(𝜀)
∞

0

d𝑁(𝜀, 𝑡)

d𝑡
d𝜀 

Thus, for an exponential energetic distribution of traps with characteristic depth 0, 𝑛(𝜀) =

𝐴𝑒−𝜀 𝜀0⁄ , and assuming 𝑁0(ε) ∝  𝑛(𝜀), 

𝐼(𝑡) ∝ ∫ 𝐴𝑒−𝜀 𝜀0⁄
∞

0

exp(−𝜈0𝑡𝑒−𝜀 𝑘B𝑇⁄ ) 𝜈0𝑒−𝜀 𝑘B𝑇⁄ d𝜀 

Substitution of 𝜉 = 𝜈0𝑡𝑒−𝜀 𝑘B𝑇⁄  yields 

𝐼(𝑡) ∝ 𝐴
𝑘B𝑇

𝑡
(𝜈0𝑡)−𝑘B𝑇 𝜀0⁄ ∫ 𝜉−𝑘B𝑇 𝜀0⁄

𝜈0𝑡

0

exp(−𝜉) dξ 
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(S9) 

(S10) 

(S11) 

(S12) 

(S13) 

(S14) 

The upper limit of the integral may be taken to infinity since for typical observation times, 𝑡 ≫

𝑣0. Therefore 𝐼(𝑡) ∝ 𝑡−(1+𝑘B𝑇 𝜀0⁄ ), a power law decay.[8a] 

 

The multiple-trapping model is a more sophisticated Arrhenius detrapping model, in which 

charge-carriers are permitted to be repeatedly excited to, and retrapped from, the band-edge.[10b] 

Orenstein and Kastner[10b] describe how multiple-trapping causes the transient photocurrent to 

exhibit power-law kinetics. Their formalism can also be applied to the PL by considering 

activation to the band edge rather than the mobility edge. 

Hopping models 

In the case of hopping models, trapped charge-carriers tunnel between localized traps spatially 

separated by distance r at a rate[9, 12]  

𝛾hop(𝑟) = 𝐴𝑒−𝑟 𝑅0⁄ , 

𝐴 = 𝑣0𝑒−∆𝜀 𝑘𝐵𝑇⁄  for ∆𝜀 > 0 
= 𝑣0 for ∆𝜀 < 0 

where R0 is the decay length of the charge-carrier wavefunction and A is a prefactor containing 

the frequency of escape attempts0 and the difference in energy between the destination and 

origin sites for the hopping, Δ. 

Huntley[7a] uses a model in which one sign of charge carrier is mobile, to derive an approximate 

power law decay for the case when the traps are randomly distributed in space. In an analogous 

fashion to Equation (S6), the PL intensity I(t) in these models is proportional to the rate at which 

oppositely-charged carriers tunnel together, so 

𝐼(𝑡) ∝ ∫ 𝑝(𝑟)
∞

0

d𝑁(𝑟, 𝑡)

d𝑡
d𝑟 

where p(r) is the probability that such a recombining pair of carriers are in traps separated by r 

and N(r,t) is the number of such pairs separated by r at time t. Charge-carriers are assumed to 

recombine with their nearest eligible neighbour, and A is assumed to be constant. 

For recombination centres randomly distributed in space, the probability of a recombination 

centre being within a volume V of a trapped carrier follows the exponential distribution, with 

probability density 𝑝(𝑉) =  𝜌𝑒−𝜌𝑉. The probability that the nearest recombination centre lies 

between a distance of r and r+dr of the trapped carrier is therefore 

𝑝(𝑟)d𝑟 = 𝑒−
4
3𝜌𝜋𝑟3

4𝜋𝜌𝑟2d𝑟 

By the same steps as expressed in Equations (S4) to (S7), we arrive at 

𝐼(𝑡) ∝ ∫ 𝑒−
4
3𝜋𝜌𝑟3

4𝜋𝜌𝑟2
∞

0

exp(−𝐴𝑡𝑒−𝑟 𝑅0⁄ )𝐴𝑒−𝑟 𝑅0⁄ d𝑟 

Assuming that most electrons recombine around their mean lifetime 1/hop(r), at a given time t 

then all electrons within a distance rc of a recombination centre will have tunnelled there, where 

𝑡 =
1

𝛾hop(𝑟𝑐)
=  𝐴−1𝑒𝑟𝑐 𝑅0⁄ , 

𝑟𝑐 = 𝑅0ln (𝐴𝑡) 

Then the integral in Equation (S12) reduces to only the case when r=rc(t), so 

𝐼(𝑡) ∝ 𝑒−
4
3𝜋(𝑅0 ln(𝐴𝑡))3

4𝜋𝜌𝑅0
3(ln (𝐴𝑡))2𝑡−1 
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This approximates to t-1 provided the density of recombination centres is not too large relative 

to the volume of the charge-carrier wavefunction (𝜌 ≪
4

3
𝜋𝑅0

3). 

In Dunstan’s model of distant-pair recombination, the possibility that an electron’s nearest 

neighbour hole may recombine with its own nearer neighbour electron is also accounted for.[8b] 

This complicates the form of p(r), but still produces power-law PL decays.  

 

C. Time dependence of PL spectra at different temperatures 

 
Figure S1. Color plots of the normalized time-dependent PL spectra of FAPbI3 at times 

between 1 ns and 1 ms and under an excitation fluence of 390 nJ/cm2, with selected spectra, at 

temperatures of (a,b) 10 K, (c,d) 20 K and (e,f) 30 K. The spectra were fitted with one or two 

Gaussian peaks, whose central energies are indicated by the solid black and white lines.  
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D. Temperature dependence of PL at different excitation fluences 

 
Figure S2. Time-integrated PL spectra at selected temperatures for FAPbI3 under excitation 

fluences of (a) 390 nJ/cm2, (b) 110 nJ/cm2 and (c) 10 nJ/cm2. 
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E. Power dependence of PL at different temperatures. 

 
Figure S3. Color plots of the normalized steady-state PL spectra of FAPbI3 at excitation powers 

between 10 nW and 100 mW, with selected spectra, at temperatures of (a,b) 10 K, (c,d) 20 K 

and (e,f) 30 K. The spectra were fitted with one or two Gaussian peaks, whose central energies 

are indicated by the solid black and white lines. 
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(S16) 

(S17) 

(S18) 

(S19) 

(S20) 

F. Rate equation model for anomalous relative Stokes shift 

 

Li et al.[13] describe the rate of change of carrier population density n(E,T,t) in localized states 

of energy E, at time t after excitation and at temperature T by the following rate equation:[13a]  

d𝑛(𝐸, 𝑇, 𝑡)

d𝑡
= 𝐺(𝐸, 𝑡)  −

𝑛(𝐸, 𝑇, 𝑡)

𝜏r
− 𝑛(𝐸, 𝑇, 𝑡)𝑣e𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄ + 𝛾c

𝜌(𝐸)

𝑃
𝜆a(𝑇, 𝑡). 

The first term on the right is the carrier generation rate, given by 𝐺(𝐸) = 𝜅 𝜌(𝐸), 

where  is a constant of proportionality and (E) is the band tail density of states. The second 

term on the right describes the depopulation due to radiative recombination, which the carriers 

undergo with typical lifetimer (higher-order recombination processes are neglected in this 

treatment). The third term on the right gives the rate of thermal escape to the unoccupied 

states above energy 𝐸𝑎, where e is the attempt-to-escape rate. The final term represents the 

rate of carrier recapture at localized states, where a is the rate at which carriers are thermally 

activated away from all the localized states, as given by 

𝜆a(𝑇) = ∫ 𝑛(𝐸′, 𝑇)𝑣e𝑒−(𝐸a−𝐸′) 𝑘B𝑇⁄ d𝐸′.
∞

−∞

 

Some proportion (given by the recapture coefficient,c) are recaptured by localized states, of 

which a fraction  
𝜌(𝐸)

𝑃
 are at energy E, where 𝑃 = ∫ 𝜌(𝐸′) d𝐸′∞

−∞
. Ea is an energy below which 

the localized states are all occupied by carriers, analogous to the quasi-Fermi level of the 

localized state distribution.[13b] 

 

Li et al. consider steady state (
d𝑛(𝐸,𝑇,𝑡)

d𝑡
= 0) conditions involving continuous carrier 

generation in order to derive the peak position of 𝑛(𝐸, 𝑇) at different temperatures, which 

represents the peak PL energy from the localized states. However, we measured PL under 

pulsed excitation conditions. The following treatment shows that the time-integrated PL peak 

has the same temperature dependence as in the steady-state case. 

 

Under pulsed excitation, the time between pulses can be divided into two periods: t, 

during which the excitation occurs, and t, which represents the rest of the pulsation period. 

We assume that t is sufficiently short that all carrier generation occurs during this period, 

while the processes of recombination, thermal escape and recapture are confined to t. The 

net result of the three processes occurring during t is to remove all of the carriers generated 

in the localized states at energy 𝐸 during t, which can be expressed in the following equality:  

𝑁generated(𝐸, 𝑇) = 𝑁radiated(𝐸, 𝑇) + 𝑁escaped(𝐸, 𝑇) − 𝑁captured(𝐸, 𝑇) 

where 𝑁𝑥 is the absolute value of the carrier population density added or removed from 

localized states of energy 𝐸 by process x during the course of an excitation cycle. 

 

Considering each term in Equation (S17) in turn:  

𝑁generated(𝐸, 𝑇) =  ∫ 𝐺(𝐸)d𝑡
 

δt
= 𝜇 𝜌(𝐸), where  is a constant of proportionality. 

𝑁radiated(𝐸, 𝑇) =
1

𝜏r
∫ 𝑛(𝐸, 𝑇, 𝑡) d𝑡

 

∆𝑡

 

𝑁escaped(𝐸, 𝑇) = 𝑣e𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄ ∫ 𝑛(𝐸, 𝑇, 𝑡) d𝑡
 

∆𝑡

 

(S15) 
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(S21) 

(S22) 

(S23) 

(S24) 

(S25) 

(S26) 

𝑁captured(𝐸, 𝑇) =  ∫ 𝛾𝑐𝜆a(𝑇, 𝑡)𝛾c

𝜌(𝐸)

𝑃
d𝑡

 

∆𝑡

 

 =  𝛾c

𝜌(𝐸)

𝑃
∫ 𝑣e𝑒−(𝑣e−𝐸′) 𝑘B𝑇⁄ ∫ 𝑛(𝐸, 𝑇, 𝑡) d𝑡

 

∆𝑡

d𝐸′
∞

−∞

 

 

Now let 𝑚(𝐸, 𝑇) = ∫ 𝑛(𝐸, 𝑇, 𝑡) d𝑡
 

∆𝑡
, which is the mean charge-carrier distribution over the 

period ∆𝑡, so Equation (S17) becomes 

𝜇 𝜌(𝐸) = (
1

𝜏𝑟
+ 𝑣e𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄ )  𝑚(𝐸, 𝑇) −  𝛾c

𝜌(𝐸)

𝑃
∫ 𝑣e𝑒−(𝐸a−𝐸′) 𝑘B𝑇⁄ 𝑚(𝐸′, 𝑇)d𝐸′

∞

−∞

 

= (
1

𝜏𝑟
+ 𝑣e𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄ )  𝑚(𝐸, 𝑇) −  𝛾c

𝜌(𝐸)

𝑃
𝜆′(𝑇) 

Where ‘(T) represents the total number of carriers which escaped from localized states over 

the course of t.Therefore, 𝑚(𝐸, 𝑇) = 𝐴(𝑇)𝐵(𝐸, 𝑇), where 

𝐴(𝑇) =  𝜇 +
𝛾c

𝑃
𝜆′(𝑇) 

𝐵(𝐸, 𝑇) =
𝜌(𝐸)

1
𝜏r

+ 𝑣e𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄
 

Since 𝐴(𝑇) is a function of  𝑇 only, 𝐵(𝐸, 𝑇) describes the shape of the PL spectrum. This 

is the same result obtained for the steady-state, continuous excitation case by Li et al.. The 

peak of the spectrum occurs when 𝜕𝐵(𝐸, 𝑇) 𝜕𝐸 = 0⁄ . 

 

Li et al. consider the more involved case of a Gaussian density of states, but here we derive an 

expression for the peak energy for an exponential density of states (DOS) of the form 𝜌(𝐸) ∝

𝑒𝐸 𝜀0⁄ , where 0 represents the energy scale for the depth of the trap DOS. In this case, when 

𝜕𝐵(𝐸, 𝑇) 𝜕𝐸 = 0⁄ : 
1

𝜀0
(𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄ +

1

𝑣e𝜏r
) =

1

𝑘B𝑇
𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄  

𝑒−(𝐸a−𝐸) 𝑘B𝑇⁄ (1 −
𝜀0

𝑘B𝑇
) = −

1

𝑣e𝜏r
 

𝐸peak = 𝐸a + 𝑘B𝑇 ln [
1

𝑣e𝜏r

𝑘B𝑇

𝜀0 − 𝑘B𝑇
] 

The model is divergent for 𝜀0 ≤ 𝑘B𝑇. 

 

Table S1. Extracted band tail parameters for rate equation model. Fitted values of band tail 

depth (), filling level (Ea) and ratio of charge-carrier transfer and recombination timescales 

(er). We assume er to be independent of excitation fluence and fix it at 105 in our fits, 

based on estimates of e and r being of the order of the Debye frequency[14] (~1012 s-1 for 

MAPbI3)[15], and inverse of the monomolecular rate constant (k1 ~ 107 s-1 for FAPbI3)[16] 

respectively.  

 

Fluence  
[nJ cm-2] 

 0 

[meV] 

Ea 

[meV] 

er 

390 2.0 -0.7 [105] 
110 2.0 -8.3 [105] 
10 2.5 -16.5 [105] 
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(S27) 

(S28) 

 

G. Monte Carlo model of the anomalous relative Stokes shift 

Baranovskii et al. simulate the relaxation of excitons within a distribution of localized states 

using a Monte Carlo technique.[17] We used the simulation algorithm described in Reference 
[17a], adapted for a three-dimensional material. 

 

Within the simulation algorithm, the excitons are modelled as single particles moving 

between localized states, which are randomly distributed in a cube with sides of length 

N0
1/3containing N0 sites. The energies of the states are distributed according to the DOS of the 

band tail, which for an exponential density of states is 

𝜌(𝐸) =
𝑁

𝜀0
exp (

𝐸

𝜀0
) 

where 0 is the characteristic energy scale for the depth of the trap DOS, E is the trap energy 

(on a scale where the band edge is at E=0) and N is the concentration of localized states (1 per 

unit volume).  

 

An exciton occupying site i (with energy Ei) can either recombine radiatively, with 

characteristic lifetime r (assumed to be independent of temperature or E), or tunnel to an 

empty site j (with energy Ej) at distance rij according to the Miller-Abrahams tunnelling 

rate[18]  

𝑣𝑖𝑗 = 𝑣e exp (−
2𝑟𝑖𝑗

𝛼
−

𝐸𝑗 − 𝐸𝑖 + |𝐸𝑗 − 𝐸𝑖|

2𝑘B𝑇
) 

where e is the attempt-to-escape frequency and  is the decay length of the localized exciton 

centre-of-mass wavefunction. Therefore, the total rate of escape from a given site i is 𝑣𝑖 =
1

𝜏𝑟
+ ∑ 𝑣𝑖𝑗𝑗 , where the summation index j runs over all possible hopping sites. Since ij falls 

exponentially with distance and the difference in energy between sites, only the 32 largest 

terms in the sum were used in the computation.  

 

Excitons are introduced one to the grid of sites at a time, starting from a random site. It is 

assumed that the charge-carrier density is sufficiently low that excitons relax independently. 

For an exciton at site i, a random number i from a uniform distribution between 0 and 1 is 

generated to determine the time 𝑡𝑖
−1 = −𝑣𝑖ln (𝜉𝑖) until the exciton leaves the site. A second 

random number then determines whether this is by tunnelling to another site in the band tail, 

or by recombining. In the former case, ti is added to the time counter, and the process 

repeated. In the latter case, the time and energy of the exciton at recombination are recorded, 

and a new exciton considered, until all n excitons have recombined. 

 

The parameters of the model can be expressed as the dimensionless quantities er, N3 and 

kBT/0. er describes the degree to which hopping is faster than recombination, N3 is the 

fraction of the volume per site which is occupied by the exciton wavefunction, and kBT/0 is 

the thermal energy normalized by the band tail depth. 

 

For the simulations shown in Figure 3d of the main text, er = 105 (as justified in Table S1), 

N0=353 and n=104. The mean value of the PL energy was treated as the relative Stokes 

shift.[17a, 19]  
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Figure S4. Temperature dependence of simulated band-tail PL spectra. PL spectra from 

Monte Carlo simulations of band-tail recombination at selected values of the normalized 

temperature kBT/0, where T is the temperature and 0 is the inverse slope of the band tail. The 

dashed lines are a guide to the eye for the simulated spectra. The PL energy is expressed as a 

relative Stokes shift, normalized against 0. For these simulations, N3 = 0.25, er = 105, N0 = 

353 and n=5 × 105. 
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H. Time and power dependence of PL at 100 K. 

Figure S5. (a) Color plot of the normalized time-dependent PL spectra of FAPbI3 at a 

temperature of 100 K and at times between 1 ns and 1 ms. (b) The corresponding spectrally 

integrated PL intensity transient. (c) Color plot of the normalized steady-state PL spectra of 

FAPbI3 at a temperature of 100 K and excitation powers between 10 nW and 100 mW. In both 

color plots, the spectra were each fitted with a single Gaussian peak, whose central energies are 

indicated by the solid black line.  
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