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1 Experimental details

1.1 Sample fabrication

Formamidinium Iodide (FAI) was purchased from Greatcell Solar. Tin (II) iodide (SnI2, 99.999%

Ultradry) was purchased from Alfa Aesar. Tin (II) fluoride (SnF2, 99%), n,n-dimethylformamide

(DMF, anhydrous, ≥99.8%), dimethyl sulfoxide (DMSO, anhydrous, ≥99.9%), diethyl ether (an-

hydrous,≥99.7%) was purchased from Sigma Aldrich. A stoichiometric 1.0 M solution of FASnI3

was prepared in a nitrogen atmosphere by dissolving FAI and SnI2 in a mixed solvent of 4:1

DMF:DMSO by volume. An additional amount of SnF2 (5% molar amount with respect to SnI2)

was dissolved in the solution. The solution was stirred overnight at room temperature and filtered

with a 0.45 µm PTFE filter prior to use. The PL samples were prepared in a nitrogen atmosphere

by statically dispensing the solution on an O2-plasma treated quartz disc and spincoating at 4 krpm

for 30 s with a 6 s ramp. At 12 s from the start of the spincoating program, 200 µL of diethyl ether

is dropped onto the spinning film, which causes the perovskite film to immediately darken. The

films are subsequently annealed at 70 °C for 20 minutes in an N2 atmosphere.

1.2 Sample characterisation methods

Film thickness was measured at several positions across a single sample on quartz substrate using a

Vecco Dektak 150 surface profilometer to give an average thickness of 345 ± 15 nm (see Table S1

below). For scanning electron microscopy and x-ray diffraction measurements O2-plasma treated

TEC15 fluorine-doped tin oxide substrates were used in place of quartz. Thin films of FASnI3 with

5% SnF2 were prepared on these FTO substrates following the method described above. A Hitachi

S-4300 scanning electron microscope was used to obtain SEM images, with acceleration voltage

10 kV and probe current 11 µA. A Rigaku SmartLab X-ray diffractometer was used to obtain XRD

spectra, with CuKα1 (1.54060 Å) and a HyPix-3000 2D hybrid pixel array detector.
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1.3 Spectroscopic techniques

Steady state absorption: The optical absorbance spectrum of our thin films was taken with a

Bruker Vertex 80v Fourier-transform infrared spectrometer, fitted with a transmission/reflection

accessory and using a silicon diode detector. A tungsten halogen lamp was used as the source.

Samples for this measurement were mounted in a gas exchange cryostat (Oxford Instruments, Op-

tistatCF2) with temperature controller (Oxford Instruments, MercuryiTC) allowing resistive heat-

ing and liquid helium cooling. Here we focus on measurement at 295 K only.

Photoluminescence upconversion spectroscopy: Samples kept in a nitrogen-filled glovebox were

loaded into a vacuum cell before removal from the glovebox, and then placed under vacuum with

continuous pumping to maintain pressure at 2.5 ×10−3 mbar or lower while spectroscopic mea-

surements were performed, to minimise possible exposure to air. For upconversion spectroscopy,

excitation pulses (80 fs length) at a wavelength of 730 nm were generated by a tunable Ti:Sapphire

laser (Mai Tai, Spectra Physics) with 80 MHz repetition rate. A half-waveplate and vertical polar-

izer were used to attenuate the excitation power to 12 mW or 60 mW, with measured beam area

of 0.02 mm2 at the sample position giving excitation fluences of 0.75 µJ cm−2 and 3.75 µJ cm−2

respectively. The corresponding initial charge-carrier pair (electron and hole) densities, averaged

across the film thickness, are 6.9× 1016 cm−3 for the low power condition, and 3.4× 1017 cm−3

for the high power condition (see calculations in section 1.4). The experimental setup used for time

resolved measurements by upconversion has been previously described, 1,2 with the essential fea-

tures as follows. Photoluminescence (PL) from the sample was overlapped in a beta-barium borate

(BBO) crystal with a vertically polarized gate beam pulse which has a variable time delay with re-

spect to the excitation beam pulses. The upconverted (sum frequency) light leaving the crystal was

focussed through a variable-width entry slit into a grating monochromator (Triax, Horiba) and the

dispersed signal was detected with a nitrogen-cooled silicon charge coupled device (Symphony,

Horiba). Background was reduced using long-pass and bandpass filters chosen to block the exci-

tation before the BBO crystal, as well as the unaltered photoluminescence and gate wavelengths
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after the crystal, while allowing upconverted signal to pass. A spectral response correction was

applied to all measured spectra, using a tungsten filament lamp with known spectrum. Instrument

response measurements, as previously reported, identify a temporal resolution of 270 fs. 3 For

polarization anisotropy measurements, the polarization of the excitation pulse was varied using a

Glan-Thompson polarizer, with power at the sample kept constant between polarizations by adjust-

ment of the half-waveplate. Measurements both perpendicular and parallel to the polarization of

the excitation pulse were then taken, using the inherent polarization selectivity of the upconversion

process to the gate pulse polarization and crystal geometry.

Time-correlated single photon counting: The setup used for time-correlated single photon count-

ing (TCSPC) measurements was as described for PL upconversion above except for the following:

The BBO crystal was removed, and photoluminescence from the sample was directed through a

second exit port of the monochromator to a silicon single photon avalanche diode detector. The

gate beam was diverted, no longer crossing the photoluminescence beam path, and detected by a

photodiode as the trigger pulse. Stepping of detection wavelength across a range to measure spec-

tra was conducted manually, with spectral response accounted for by pinning the measured traces

against corresponding PL upconversion spectra.

Time-integrated photoluminescence: As was done for the time-resolved photoluminescence

measurements, samples used to measure time-integrated photoluminescence spectra were kept un-

der vacuum with continuous pumping to pressures of 2.5 ×10−3 mbar or less. Samples were

excited at 730 nm with a pulsed laser as described above, and spectra were measured using a

grating monochromator (Triax, Horiba) and nitrogen-cooled CCD silicon detector (Symphony,

Horiba) with integration time ranging from milliseconds to seconds. Spectral response correction

was carried out, using a tungsten filament lamp with known spectrum to measure the instrument

response.
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1.4 Details of excitation density calculations

The excitation wavelength for our time resolved photoluminescence measurements was 730 nm,

with power just in front of the sample position measured to be 12 mW or 60 mW for the high

and low fluence conditions respectively. Given a spot size of 0.02 mm2 measured at the sample

position, and known repetition rate of 80 MHz, we calculate excitation fluences as follows:

Pulse energy with 12 mW power is given by

12×10−3 W
80×106 Hz

= 1.5×10−10 J

from which excitation fluence f l for each pulse is

f l =
1.5×10−10 J
2×10−4 cm2 =7.5×10−7 J cm−2

=0.75 µ J cm−2

Then for 730 nm excitation, photon energy E is

E =
6.626×10−34 J s×2.998×108 m s−1

730×10−9 m

=2.721×10−19 J

As shown in Table S1 below, film thickness d for our FASnI3 samples is 345.2 nm. The

absorbance, calculated from transmittance T and reflectance R as A = − ln
( T

1−R

)
and plotted in

Figure S3 below, is 1.98 at the excitation wavelength of 730 nm and so the absorption coefficient

α is given by:

α =
1.98

345.2×10−9 m

=5.736×104 cm−1
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Assuming one charge-carrier pair is generated for each photon, the initial excitation density of

either electrons or holes for an excitation power of 12 mW is:

• nfront
0 = f l×α

E = 1.6×1017 cm−3 at the front surface of the film

• nback
0 = f l×α

E × exp(−αd) = 2.2×1016 cm−3 at the back surface of the film

• naverage
0 = f l×(1−exp(−αd))

d E = 6.9×1016 cm−3 averaged across the film

Similarly, for 60 mW excitation power and therefore 3.75 µJ cm−2 fluence, the corresponding

values are:

• nfront
0 = 7.9×1017 cm−3 at the front surface of the film

• nback
0 = 1.1×1017 cm−3 at the back surface of the film

• naverage
0 = 3.4×1017 cm−3 averaged across the film

2 Film characterisation

Figure S1: SEM micrographs of FASnI3 film prepared on FTO substrate, with 5% SnF2 added
during preparation.
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Table S1: Thickness of FASnI3 films with 5% SnF2, determined by measurements at four
different positions across a typical sample on quartz substrate using a Vecco Dektak 150
surface profilometer.

Position Thickness (nm)
Left side 337.8
Centre 1 338.1
Centre 2 367.1

Right side 337.8
Mean Standard Deviation
345.2 14.6
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Figure S2: X-ray diffraction pattern for a FASnI3 film, prepared with 5% SnF2 added, on FTO
substrate. Measurement was performed under vacuum with a Rigaku Diffractometer, at room
temperature.
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3 Absorbance data
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Figure S3: Absorbance spectrum of a FASnI3 film with 5% SnF2 added during fabrication, on
quartz substrate, measured at 295 K.

4 Determining carrier temperature from measured spectra

Following excitation above the bandgap, the population of excited carriers with excess kinetic

energy rapidly thermalizes with itself, although not with the lattice, to give a distribution charac-

terised by a temperature Tc. This temperature can be determined by fitting to the photolumines-

cence spectrum, which reflects the energetic distribution of charge-carriers undergoing radiative

recombination. We use the following model to determine the charge-carrier temperature from the

line shape Imeasured of the emitted PL, with E = h̄ω the energy of emitted photons:
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Imeasured(E) = IPL(E)⊗ f (E) (S1)

IPL(E) ∝


(E−Eg)

1/2exp
[
−(E−Eg)

kBTc

]
E > Eg

0 otherwise
(S2)

f (E) =
1

σ
√

2π
exp
(
−(E−Eg)

2

2σ2

)
(S3)

where Eg is the bandgap and⊗ denotes the convolution of the underlying emission profile IPL with

a function f (E) capturing the broadening of the spectrum, chosen as a Gaussian distribution of

width σ . The reasoning for this choice of model, which allows a more accurate determination of

carrier temperature than that described in much of the previous literature (section 4.1) is explained

in section 4.2. The impact of either accounting for or neglecting spectral broadening, and the joint

density of states (JDOS), is then explored in depth in sections 4.3 and 4.4 respectively. Finally,

further details of the fitting procedure and typical results are provided in section 4.5.

4.1 Approaches used previously

In many recent studies concerned with carrier cooling in metal halide perovskites, carrier temper-

ature has been determined by exponential fits to a selected ‘tail’ region at the high energy side of

the measured emission spectrum. 4–11 The basis for this approach is that the thermalized carriers

follow a Boltzmann distribution as a function of energy above the bandgap, E:

fBoltz(E) = Aexp
(
−E
kBTc

)
(S4)

and so this equation can be used to fit measured data for a given charge-carrier temperature Tc. In

some transient absorption studies, where there is a photoinduced absorption (PIA) signal overlap-

ping with emission in the measured spectrum, a linear combination of Equation S4 with a suitable

term fPIA for the absorption is used to fit the selected region of the spectrum with a model of the
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form f (E) = A1 fBoltz(E)+A2 fPIA(E) for probe energy E. 12–14 The exponential fit approach was

also sometimes used in the earlier literature on inorganic semiconductors, such as GaAs, CdS,

and GaAs/AlGaAs and InGaAs/GaAs quantum wells. 15–23 However, as we show here, there are

several approximations involved in modelling the emission spectrum by a Boltzmann distribution

over this range that lead to inaccuracy.

In fact, some earlier works on inorganic semiconductors recognised this and used more com-

plete models including carrier-temperature dependence to calculate spectra for comparison with

measured data. 24–26 However, at the time much of that research was conducted, fitting directly to

measured data with a complete model for emission line shape would have been particularly chal-

lenging due to the absence of computing technology suitable for the purpose. Works concerned

with probing charge-carrier cooling through fits to time-resolved data therefore commonly approx-

imated to the Boltzmann model, allowing carrier temperature to be determined straightforwardly

from the gradient of the high energy side of the PL spectra as a semilog plot. 15–17,21 Some authors

noted the deficiencies of this approximation, for instance that neglecting to account for the density

of states leads to deviation from the true temperature value 27 or that in comparison to fitting the

whole line shape, using the Boltzmann model for a selected tail region overestimates temperature.

28,29 Nonetheless, exponential fits to the tail continued to be widely used. The growing focus on

quantum wells within inorganic semiconductor research furthered this approach in many cases,

18–20,22,23,30–34 since the joint density of states for electronic transitions between quantum levels in

such a system is a constant (energy independent), 34 and measured PL linewidths can be less than

1 meV. 35,36 Consequently, the Boltzmann distribution alone is a good approximation to the line

shape of emission spectra from quantum well systems.

Fitting to just the high energy tail of the spectrum with a Boltzmann distribution thus emerged

as the most commonly used method for determining carrier temperature. In this context, the con-

tinued use of such a method in much of the metal halide perovskite literature may be a natural

development. However, neither the computational constraints nor the simplified quantum-well

density of states which were significant factors in the choice of model in many previous studies
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apply to current work on perovskites. As well as these simplifications becoming less justified in

principle, the wide range of reported cooling times, spanning several orders of magnitude 4,13,37,38

suggests that there may be significant errors between studies. The broadening seen in any mea-

sured spectrum, and the associated non-exponential curvature through to high energy, gives further

reason to doubt the suitability of a simple Boltzmann model. In this context, careful choice of

model to determine carrier temperature and avoid the errors in the simple exponential approxima-

tion is therefore particularly important. In the following sections we describe the model used in this

work, detail its implementation, and provide a comparison between this model and the Boltzmann

approach which illustrates the impact of the commonly assumed approximations.

4.2 Choice of model used in this work

Following excitation above the bandgap, carrier-carrier scattering rapidly redistributes energy,

leading to a thermalized population that can be considered to have a characteristic temperature

Tc. 6,39,40 The common choice of a Boltzmann distribution function to describe the carrier distri-

bution follows from this. To fully capture the energetic distribution of charge-carriers that could

undergo radiative recombination and so contribute to the measured photoluminescence spectrum,

the joint density of states of the material must also be taken into account. First principles cal-

culations for the band structure of lead and tin-based perovskites indicate that both valence and

conduction bands are well-approximated as parabolic near the band edge. 41,42 An indication of

the range over which this approximation holds is given by work on MAPbI3 showing that parabol-

icity remains up to 250 meV from the band edge, 43 corresponding to a temperature of 2901

K which substantially exceeds the range of interest for our work. Therefore, parabolicity can be

safely assumed to give the usual joint density of states JDOS ∝ (E−Eg)
1/2 for direct band-to-band

transitions between parabolic bands in Equation S2 above.

A representative emission profile given by Equation S2 is shown in Figure S4. The line shape

produced by this model closely resembles a Boltzmann distribution cut off to 0 for energies below

the bandgap, but the parabolic JDOS factor results in a more gradual onset rather than a vertical
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Figure S4: Spontaneous emission profile for a direct gap semiconductor with bandgap 1.38 eV
and carrier temperature 500 K, modelled according to Equation S2. Broadening, which would be
modelled by convolution with a Gaussian profile as in Equation S1, is not included here.
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step, and a less steep decay in intensity moving to high energy than would be seen for a constant

density of states. Emission spectra obtained by experiment do not typically show such a defined

onset and asymmetrical emission line shape as that shown in Figure S4, being broadened and often

closer to symmetrical in appearance. This broadening occurs as a result of factors such as variable

lifetime and interactions within the material, with the shape of the spectrum depending upon the

underlying mechanism. Carrier coupling to phonons resulting in homogeneous broadening has

been identified as the main contributor to broad PL profiles for a variety of lead perovskites 44–47

and this mechanism has also been suggested for observed broadening in MASnI3. 48 Inhomoge-

neous broadening, arising from energetic disorder and interactions of charge-carriers with defects

and trap states, has also been identified as dominating the line shape of PL spectra for several

metal halide perovskite compositions. 49–52 This is particularly relevant for tin halide perovskites

in which the presence of charged tin vacancies can contribute significantly to broadening of the

spectrum. 53 Spectral broadening can be accounted for when fitting spectra by convolution of IPL

with an appropriate choice of function f (E) determined with reference to the shape of measured

spectra.

To identify the correct form of the broadening f (E), temperature-independent fits to spectra

taken at long delay times after photoexcitation can be examined. As the contribution of hot carriers

to the spectrum diminishes with cooling, there is less pronounced variation between the high and

low energy sides of the peak at later times whereas the full effects of broadening still remain.

Therefore, a model that fits well to these spectra is a good candidate for f (E). Applying this

approach to our data, as shown in Figure S5, the late-time line shape is found to be well-described

by a Gaussian profile, of the form given in Equation S3 where the width of the peak centered at Eg

is determined by the parameter σ , with

FWHM =
√

8ln2σ ≈ 2.35σ (S5)

giving the full width at half maximum intensity of the peak. A Gaussian line shape is common for
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cases where inhomogeneous broadening is significant 51,54 which is to be expected for tin-based

perovskites with a sizeable density of tin vacancies. 50,53
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Figure S5: Time resolved PL spectra (+ or × markers) of a FASnI3 film on quartz, with Gaussian
fits (solid lines) illustrating the broadened symmetric spectral profile when there is not a significant
contribution from hot carriers. The spectra shown here are averages over several measurements at
100 ps delay time after excitation at 730 nm with fluence as indicated.

The full model given by Equations S1 – S3 thus captures both the broadening effects and the

distribution of carriers over the perovskite’s density of electronic states, allowing carrier tempera-

ture to be determined from fits to the full measured spectra rather than a selected region at the high

energy side only. The impacts of this are discussed in the following sections.

4.3 Impact of broadening

To demonstrate the importance of accounting for spectral broadening when fitting data to extract

charge-carrier temperature, the common exponential tail fitting approach can be tested against
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spectra modelled with Equations S1 – S3 for known input carrier temperatures. Varying the value

of σ in Equation S3 to represent varying amounts of broadening, and comparing fitted to model

temperatures, then gives an indication of the impact of broadening on the discrepancy between a

full line shape description and the simple Boltzmann model. Spectra calculated using Equations

S1 - S3 with σ valued at 43.4 meV, representative of the broadening we see in measured spectra

for FASnI3, are shown in Figure S6A, and similarly calculated spectra with σ value 5 meV for

low broadening are shown in Figure S6B. Figure S6C and D show fits to the selected tail region

of each spectrum, marked in grey in Figure S6A and B and covering the intensity range from 50%

down to 5% of peak emission intensity for each input temperature. Exponential tail fits, plotted

as solid lines, can be seen to deviate more from the data points in the tail of calculated spectra

with σ = 43.4 meV (Figure S6C) than σ = 5 meV (Figure S6D) with the fit also being worse

for lower charge-carrier temperatures. Comparing the extracted charge-carrier temperatures from

exponential tail fitting against the input temperatures used to calculate the spectra makes the impact

of broadening more apparent. In the larger broadening case, fitted charge-carrier temperatures

shown in Figure S6E level out to around 300 K as the actual input temperatures drop towards 0

K. Figure S6F, with an order of magnitude lower σ , shows no such pronounced plateau at low

charge-carrier temperatures. This indicates that the discrepancy between input and tail fit values

for low charge-carrier temperatures is due to spectral broadening, whereas the divergence seen for

increasing charge-carrier temperatures with both σ values (explained in Section 4.4) is not.

The reason for substantial overestimation of Tc from exponential tail fits for low charge-carrier

temperatures when spectra are broadened is that as carriers cool and Tc drops, the high energy

emission from hot carriers decays away and the spectrum becomes more symmetrical, as can be

seen in Figure S6A. The shape of the spectrum is then much closer to the broadening profile,

in this case a Gaussian, and the shape of the broadening profile over the selected tail region then

places a lower limit on the charge-carrier temperature values extracted by exponential fitting. Since

neither the broadening function nor the PL spectra at low values of Tc are in fact exponential in

profile over any chosen range, the choice of tail region to fit then determines the slope of the fitted
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Figure S6: Impact of spectral broadening on charge-carrier temperatures (E, F) extracted from
exponential fits (C, D) to a selected tail region of PL spectra (A, B) modelled with Equations S1
- S3, using Eg = 1.38 eV. The realistic broadening case (A, C, E) similar to our measured spectra
uses σ = 43.4 meV for modelling, and the low broadening case (B, D, F) uses σ = 5 meV. A,
B) Modelled spectra at the charge-carrier temperatures indicated in the legend, selected at regular
intervals across the 5 - 1500 K range. Selected tail regions to fit to are overlaid in grey, covering the
range from 50% to 5% of the peak emission amplitude at the high-energy side of each spectrum. C,
D) Selected tail regions from the spectra in A and B respectively (point markers) and exponential
fits to each (solid lines). E, F) Charge-carrier temperatures extracted from exponential fits to the
selected tail regions as shown in C and D respectively. Marker colors match the modelled spectra
in A-D. The grey line is a guide to the eye indicating equality between actual input temperature
and tail fit temperature.
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exponential and consequently how high or low the fitted temperature is. These two points are

illustrated by fitting an exponential to selected regions of a Gaussian profile, where as shown in

Figure S7 extreme temperature values may be obtained for selected regions near enough to the

peak or far enough out in the tail. The temperature to which the carrier population appears to

stabilise over time as cooling occurs will therefore depend on where the tail region for fitting is

chosen to be. Moreover, as the comparison between Figures S7A and S7B shows, charge-carrier

temperatures extracted from tail fits depend upon the length of the selected tail region as well as

how far down in intensity from the peak it is chosen to begin. Dependence on the choice of tail

region to fit to is also seen for fits against modelled spectra across the temperature range, as Figure

S8 shows, with higher values of Tc extracted if a narrower range is chosen, or if the selected tail

region lies closer to the peak of the spectrum.

These simulations show that if, similarly, experimental carrier temperatures are determined

by fitting to only a selected region of a measured spectrum, the particular choice of tail becomes

important. In particular considering the necessary assumption that charge-carrier temperatures ul-

timately ought to return to the lattice temperature, attempting to select a tail region for which fitted

temperatures show this behaviour at late times is then likely to skew results. This problem of de-

pendence on tail selection has been recognised in some previous works, for instance by averaging

over fitted temperatures for systematically varying choices of tail region and comparing results

with different tail lengths.13 Still, in many cases a fixed energy interval is simply used without

apparent consideration of other choices. By fitting the whole spectrum with the complete expres-

sion given by Equations S1 - S3, we eliminate the problem of dependence on choice of tail region

for determining carrier temperature. The inclusion of spectral broadening in our model, which is

necessary for a good fit across the full emission profile, then also ensures that the ‘cooler’ spectra

with limited hot carrier contribution do not yield dramatically overestimated temperatures.
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Figure S7: Exponential fits to a Gaussian profile calculated using Equation S3, demonstrating the
wide range of ‘temperatures’ extracted when fitting to different selected regions. Point markers
show the Gaussian profile with Eg = 1.38 eV and σ = 43.4 meV, the same parameter values used
to capture broadening for our measured spectra at 0.75 µJ cm−2 excitation fluence. Solid lines
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Figure S8: Charge-carrier temperatures (A) extracted from exponential tail fits to selected tail
regions of a PL spectrum modelled using Equations S1 - S3 with Eg = 1.38 eV and σ = 43.4
meV (B) demonstrating the impact of choice of tail region on the temperature extracted from
exponential tail fits. A) Charge-carrier temperatures determined by exponential fits to a selected
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a range of either 50 meV (open circle markers) or 100 meV (point markers). The grey line is
a guide to the eye indicating equality between actual input temperature and tail fit temperature.
B) The different selections of tail region used for exponential fits, illustrated for the modelled
PL spectrum with actual input temperature 750 K. Grey point markers are used for the modelled
spectrum, with selected tail regions plotted in the same color as the corresponding temperature
series in (A). For clarity, vertical offsets have been added to show each tail selection on a separate
copy of the spectrum.
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4.4 Impact of accounting for the joint density of states

Our model improves upon the frequently used exponential fit for describing hot charge-carrier PL

by incorporating both the Boltzmann distribution and a factor for the joint density of states for elec-

tronic interband transitions in the underlying PL profile (Equation S2) and convolving this profile

with Equation S3 to capture broadening. The impact of spectral broadening on fitted carrier tem-

peratures is described in section 4.3 and becomes particularly significant for lower charge-carrier

temperatures. Accounting for the contribution of the joint density of states to carrier distribution

and the probability of radiative recombination at a given energy becomes more important for higher

charge-carrier temperatures, as we describe here.

Figure S9A shows PL spectra modelled with Equations S1 - S3 using Eg = 1.38 eV and σ =

43.4 meV for a range of Tc values in the 5 to 1500 K range, with selected high energy tail regions

marked in grey. Charge carrier temperatures extracted using an exponential fit to the selected tail

region for a full set of similarly modelled spectra over this Tc range are plotted in Figure S9B

using × markers. The exponential tail fits can be seen from this to overestimate charge-carrier

temperature for all spectra across the range, with values diverging as the actual input temperature

increases. To determine how much of the overestimation is due to the assumption of an energy-

independent (constant) density of states when fitting with an exponential, tail fit temperatures are

also extracted by fitting with Equation S2 which accounts for a square-root density of states above

Eg (the expected result for direct interband transitions in a semiconductor with parabolic bands)

while neglecting spectral broadening. The tail fit temperatures using Equation S2, plotted in Figure

S9B using + markers, level out to a slightly lower value at the low temperature end of the range

than the exponential tail fit temperatures, and show only a small overestimation above around 400

K with no divergence as charge-carrier temperature increases. This indicates that the divergence

between fitted and actual input values of Tc at high temperature when a simple exponential model

is used is entirely due to the incorrect assumption of a constant joint density of states, with only a

small residual impact of spectral broadening at high charge-carrier temperatures.

To confirm this, we use the same Eg value and Tc range for the modelled spectra in Figure S9A
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to model emission profiles with no broadening using Equation S2 only (shown in Figure S9C)

and use exponential tail fits to these broadening-free data to extract charge-carrier temperatures

as plotted in Figure S9D. The exponential tail fit temperatures for an emission profile without

any broadening show no low-temperature plateau, and a consistent divergence from the actual

input temperatures as Tc increases. It is clear that the overestimation by exponential fits at high

charge-carrier temperatures is mostly unrelated to broadening, and results from neglecting the

realistic density of states. Figure 1 in the main text offers a further illustration, showing the results

of fits with Equation S2 to spectra with σ = 43.4 meV or σ = 5 meV. At high charge-carrier

temperatures the fitted values for both higher and lower broadening are close to the actual input

value, whereas at low charge-carrier temperatures there is substantial overestimation in the higher

broadening case only. The relative error in fitted temperatures for each case, plotted in Figure S10,

also makes this point clear: accounting for energy-dependent density of states gives more accurate

fitted temperature values as charge-carrier temperature increases.

The overestimation of charge-carrier temperature from exponential tail fits which increases

for higher temperatures is explained by comparing the more accurate density of states for direct

transitions between parabolic bands to the simplified constant JDOS, flat band model. For energies

further above the bandgap, the difference between constant and square-root joint densities of states

is greater. Higher charge-carrier temperatures correspond to the energetic distribution of charge-

carriers extending to higher energies, so that for hotter populations the choice of model for density

of states has a greater impact on how close the value of Tc extracted from an exponential fit is to

the actual charge-carrier temperature. This makes accounting for the density of states particularly

important to accurately capture charge-carrier cooling shortly after excitation or at high excitation

densities, when the charge-carrier population remains elevated for an extended period.

Both the joint density of states and the presence of spectral broadening, if ignored in fitting

measured spectra for carrier temperature, lead to overestimations of the carrier temperature. The

magnitude of these overestimates is quantified in Figure S10, which shows relative error in fitted

temperatures assuming either constant or square-root density of states, as well as for varying σ val-
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Figure S9: Impact of assuming a constant joint density of states for interband transitions on charge-
carrier temperatures (B, D) extracted from fitting to the high energy tail of PL spectra modelled
with (A) or without (C) broadening. Note that the realistic broadening case represented in (A, B)
is the same as shown in Figure 1 of the main text, whereas in (C, D) no broadening whatsoever is
included, a step further than the low broadening case in the main text. A) Representative selection
of broadened PL spectra for Tc values between 5 - 1500 K as in the legend, modelled with Equations
S1 - S3 using Eg = 1.38 eV and σ = 43.4 meV. Selected tail regions 0.1 eV in length starting from
50% of the peak emission amplitude are shown by grey lines overlaid on the spectra. B) Charge-
carrier temperatures determined from fits to the tail regions as shown in (A) for the full set of
modelled spectra from 5 - 1500 K. Charge-carrier temperatures extracted using an exponential fit
which assumes a constant density of states are shown by×markers, those extracted using Equation
S2 which assumes a square-root joint density of states for energies above the band gap are shown
by + markers, illustrating the improvement in fits when the realistic density of states is accounted
for. The marker color scheme matches that used for spectra in (A). The grey line is a guide to the
eye indicating equality between actual input temperature and tail fit temperature. C) Representative
selection of PL emission profiles without any broadening for Tc values between 5 - 1500 K as in
the legend, modelled with Equation S2 using Eg = 1.38 eV. Selected tail regions 0.1 eV in length
starting from 50% of the peak emission amplitude are shown by grey lines overlaid on the spectra.
D) Charge-carrier temperatures determined from exponential fits to the tail regions as shown in (C),
to illustrate the overestimation that remains by assuming a constant density of states when there is
no broadening. The marker color scheme matches that used for spectra in (C). The grey line is a
guide to the eye indicating equality between actual input temperature and tail fit temperature.
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ues. As is apparent in the figure, overestimates are not constant for ranges of carrier temperatures

likely to be encountered by experiment, and so failure to properly account for the various contri-

butions to line shape is also likely to lead to incorrect estimates of cooling time. We avoid these

problems through use of the full line shape model given by Equations S1 - S3, with the process of

temperature fitting carried out as described in section 4.5
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Figure S10: Relative error in carrier temperature as determined by fitting to a selected high energy
tail region of the simulated PL spectrum. The temperatures Tactual are used as inputs in Equations
S1 - S3 to model PL emission spectra, with Eg = 1.38 eV and σ value either 43.4 meV (point
and filled triangle markers) or 5 meV (◦ and O markers) as indicated. Fitted temperatures Tfit are
then determined by fitting the high-energy side of the spectrum between 50% and 5% of maximum
emission intensity with either an exponential (the Boltzmann only case assuming a constant density
of states, shown by point and ◦markers) or Equation S2 (the Boltzmann & energy-dependent DOS
for parabolic bands, shown by filled triangle and O markers). The fit temperatures and marker
color scheme used here correspond to Figure 1C in the main text.
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4.5 Fitting procedure and results

Measured spectra are fitted with the model given by Equations S1 - S3 (expressed in the main text

as Equation 1). This model is computed using Fourier transforms according to Equation S6 which

holds for any pair of functions A and B.

A⊗B = F−1 [F (A)×F (B)] (S6)

This approach has the advantage that the Gaussian which serves as the broadening function f (E)

has a Gaussian as its own Fourier transform, simplifying the process computationally. There are

four parameters in our model to describe the spectrum, each of which can be either free or set

to a known value: carrier temperature Tc, bandgap Eg, broadening parameter σ , and a scaling

factor A for the proportionality in Equation S2 which accounts for the intensity of the peak as

measured. Of these parameters, A is expected to vary with delay time as the population of carriers

and correspondingly the intensity of the photoluminescence decay, and is therefore never fixed.

The bandgap, by contrast, is a property of the sample which should be unchanged between mea-

surements, and similarly the effects leading to broadening of the spectrum are not expected to vary

widely.

Therefore, we determine characteristic values of Eg and σ for our FASnI3 samples which are

kept fixed in fitting all spectra to determine carrier temperature at different times after excitation.

This is done separately for the two excitation powers we use here, since there is a small power-

dependent peak shift observed for our samples separate from the influence of carrier temperature

on line shape. As Figure S11 illustrates, a slight blue shift with increasing excitation power is con-

sistently seen in both time-integrated measurements, where transient hot populations would have

little influence on line shape, and in time-resolved spectra at a range of delay times. Measurements

across a wider range of excitation fluences, shown in Figure S11A, confirm this to be a general

trend beyond the two excitation fluences we focus on in this study, perhaps due to state filling

as excitation density increases with fluence. Simple band filling within the square root density
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of states is expected to have little effect at the charge-carrier densities generated here, which lie

below the onset threshold for Burstein-Moss shifts determined previously, 55–58 whereas filling of

disordered energetic states can still occur at lower densities. If this excitation power effect were

not accounted for, and a single set of parameter values was used for temperature fitting in all cases,

there would be a tendency to overestimate carrier temperatures for the high excitation power spec-

tra. Further, comparing figures S15 and S16 illustrates that the fitted spectra for the high fluence

condition are better matched to the data when using the global parameter values determined from

high fluence spectra than if global parameter values determined from low fluence spectra are used.

We note that the observed slight change in peak position with excitation fluence, and the result-

ing apparent change in bandgap, is consistent with state filling in the context of energetic disorder,

which may also contribute to some red shift in the peak position as charge-carrier density decreases

over time after excitation. Allowing the value of Eg to vary freely over time after excitation offers

one route to accounting for these effects, but since there is a larger apparent red shift in peak posi-

tion with decreasing Tc when Eg is held constant (illustrated in Figures S6A and S9A) we judge that

fitting with variable Eg value risks overlooking real cooling dynamics, especially at early times.

Moreover, comparing spectra measured at different delay times after excitation (Figure S11B) indi-

cates that the small shift in peak position with excitation fluence is preserved over time, and so can

be considered independently from the small time-dependent red shift and reduction in high energy

emission. Therefore, we are able to keep charge-carrier temperature determination simple with Tc

the only free parameter in fitting, and use different fixed Eg values to account for fluence dependent

effects and avoid overestimating charge-carrier temperature in the higher fluence condition.

The procedure used to determine the characteristic values of Eg and σ involves taking spectra

measured at 0.6 to 0.7 ns after photoexcitation, a sufficiently late time that no further cooling is

seen, and setting Tc to 300 K as the expected final temperature for carriers equilibrated with the

lattice. Global fits are then conducted for Eg and σ over the selected set of spectra, as illustrated

in Figure S12 for the low excitation power case, and Figure S13 for high excitation power. The

resulting parameter values, shown in Table S2 below, completely define the form of the broadening
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Figure S11: Photoluminescence spectra of FASnI3 thin films on quartz under varying excitation
fluence. A) Time integrated spectra measured for excitation powers ranging from 19 nJ cm−2

to 6.3 µJ cm−2, with acquisition times adjusted to maximise signal to noise for each excitation
condition. Each spectrum is normalised to its own maximum signal for ease in comparing peak
positions. B) Time-resolved spectra measured by PL upconversion spectroscopy (975 fs and 50 ps)
or TCSPC (100 ps and 490 ps) for 0.75 µJ cm−2 and 3.75 µJ cm−2 excitation power as indicated,
shown in green and gold respectively to match the color scale in (A). All points at or above 10% of
maximum are shown for each spectrum, capturing the same range used to fit temperatures. Spectra
are normalised to their maximum intensity, and vertical offsets have been added for clarity.
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function f (E) for this system.

Table S2: Characteristic values of the parameters Eg and σ used in equations S1 - S3 as
determined by global fits over late time photoluminescence spectra.

0.75 µJ cm−2 excitation fluence 3.75 µJ cm−2 excitation fluence
Eg [eV] 1.3767 1.3850
σ [eV] 0.0434 0.0483

We then determine carrier temperatures by fitting the measured spectra with the parameters Eg

and σ fixed to the values determined from the late-time fits just described, allowing temperature

and scaling factor A to vary for each individual spectrum. Representative examples of the fitted

spectra in comparison to measured data with low excitation power are shown in Figure S14, and

similarly with high excitation power in Figure S15.

28



0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.3 1.35 1.4 1.45 1.5

Energy (eV)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

E
m

is
s
io

n
 i
n

te
n

s
it
y
 (

n
o

rm
a

lis
e

d
)

A

B

Figure S12: Time-resolved photoluminescence spectra of FASnI3 films on quartz measured by
TCSPC with 0.75 µJ cm−2 excitation fluence at late delay times. Global fits to these spectra using
Equations S1 – S3 with charge-carrier temperature set to 300 K are used to determine characteristic
values of Eg and σ for PL emission spectra measured with low excitation fluence, as recorded in
Table S2. A) All measured PL spectra from 0.6 - 0.7 ns, illustrating noise levels and variation
between spectra within the time interval selected for global fitting. Marker colors range from red
to blue as delay time increases. B) Measured (point markers) and fitted (solid lines) spectra at
0.6, 0.65 and 0.7 ns delay, with marker colors the same as for these delay times in (A). The fitted
spectra are given by Equations S1 - S3 with charge-carrier temperature set to 300 K, and globally
fitted parameter values Eg = 1.3767 eV and σ = 43.4 meV.
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Figure S13: Time-resolved photoluminescence spectra of FASnI3 films on quartz measured by
TCSPC with 3.75 µJ cm−2 excitation fluence at late delay times. Global fits to these spectra using
equations S1 - S3 with charge-carrier temperature set to 300 K are used to determine characteristic
values of Eg and σ for PL emission spectra measured with low excitation fluence, as recorded in
Table S2. A) All measured PL spectra from 0.6 - 0.7 ns, illustrating noise levels and variation
between spectra within the time interval selected for global fitting. Marker colors range from red
to blue as delay time increases. B) Measured (point markers) and fitted (solid lines) spectra at
0.6, 0.65 and 0.7 ns delay, with marker colors the same as for these delay times in (A). The fitted
spectra are given by Equations S1 - S3 with charge-carrier temperature set to 300 K, and globally
fitted parameter values Eg = 1.3850 eV and σ = 48.3 meV.
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Figure S14: PL spectra of a FASnI3 film on quartz, excited at 730 nm with 0.75 µJ cm−2 excitation
fluence, with fits used to extract charge-carrier temperature. Black point markers are data measured
by PL upconversion spectroscopy, and averaged at the delay times indicated where multiple spectra
at the same time (to within system resolution) had been acquired. Red solid lines are fits for Tc
using Equations S1 - S3 as a full line shape model with Eg = 1.3767 eV and σ = 43.4 meV as
fixed parameters. The charge-carrier temperatures obtained from these fits are used in the cooling
curve shown in Figure 2C in the main text.
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Figure S15: PL spectra of a FASnI3 film on quartz, excited at 730 nm with 3.75 µJ cm−2 excitation
fluence, with fits used to extract charge-carrier temperature. Black point markers are data measured
by PL upconversion spectroscopy, and averaged at the delay times indicated where multiple spectra
at the same time (to within system resolution) had been acquired. Red solid lines are fits for Tc
using Equations S1 - S3 as a full line shape model with Eg = 1.3850 eV and σ = 48.3 meV as
fixed parameters. The charge-carrier temperatures obtained from these fits are used in the cooling
curve shown in Figure 2B in the main text. 32
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Figure S16: PL spectra of a FASnI3 film on quartz, excited at 730 nm with 3.75 µJ cm−2 excitation
fluence, with fits used to extract charge-carrier temperature. Black point markers are data measured
by PL upconversion spectroscopy, and averaged at the delay times indicated where multiple spectra
at the same time (to within system resolution) had been acquired. Red solid lines are fits for Tc
using Equations S1 - S3 as a full line shape model with Eg = 1.3767 eV and σ = 43.4 meV as
fixed parameters. These are the parameter values determined for late-time spectra with 0.75 µJ
cm−2 excitation fluence, which result in fitted spectra which are less close to the measured data at
high fluence than the fits shown in Figure S15 where the Eg and σ values specific to high excitation
fluence are used.
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5 Additional PL decay curves
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Figure S17: Photoluminescence decay transients integrated over selected spectral regions of the
emission of a FASnI3 film on quartz. A) PL spectra, showing early and late delay times for both
excitation fluences, with selected 30 meV energy ranges for integration highlighted. Each selected
energy range is identified by the center energy, marked by a darker solid line within the highlighted
bar. B) Integrated decay transients for low and high excitation fluences as marked, using the same
color scheme for energy as in (A).
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6 Polarization anisotropy measurements

Upconversion spectroscopy is intrinsically polarization selective, with sum frequency generation

occurring only for the component of photoluminescence which matches the polarization of the

gate beam. By changing the pump polarization used to excite the sample, photoluminescence can

therefore be detected with polarization either parallel or perpendicular to the original excitation po-

larization. PL polarization anisotropy is then calculated from the intensities in each configuration

using Equation S7:

r =
I||− I⊥

I||+2I⊥
(S7)

where I|| (I⊥) is the intensity of light with polarization parallel (perpendicular) to the excitation

polarization.

The key features of our setup for these measurements are illustrated in Figure S18, with the

half waveplate in the pump beam being used to tune excitation power to the same value for both

polarizations. Following each change between 0° and 90° polarization, small adjustments to align-

ment are also made to return to optimal overlap of the two beams in the crystal, giving maximum

upconversion signal. This step is necessary due to the slight change in direction of the transmitted

beam when waveplate and polarizer angles are changed.

To account for variation in signal intensity resulting from remaining experimental error, we

conduct a series of measurements at a single delay time (3 ps, where the decay transient is not

rapidly changing) and PL energy (1.42 eV, around the peak of the spectrum), repeatedly switching

between polarizations and working with three different sample spots. For each consecutive pair

of measured signal values, some of which begin with the parallel polarization and some with

perpendicular, the PL anisotropy is then calculated. The results are shown in Figure S19, along

with the mean value of 0.0146 obtained for the full set of ten values. The standard deviation for

the set is 0.0441, as indicated by the error bars shown on the mean value.

Rearranging Equation S7 we determine the ratio I⊥
I||
= 0.9575. This value is then used to scale

spectra measured for 90° polarization against the corresponding spectra for 0° polarization at the
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Figure S18: Simplified schematic of the experimental setup for polarization selective PL upconver-
sion spectroscopy measurements. Arrows indicate the polarization direction of each beam, orange
for vertical and green for horizontal, both at right angles to the beam path. The unlabelled rectan-
gles represent beam dumps for the transmitted pump and gate beams after the BBO crystal.

energy used for the checks just described, which allows anisotropy values to be calculated across

the full spectral range. Similarly, the 90° transient delay data covering the earliest time range are

scaled against the corresponding 0° data at 3 ps, after which the longer-time range data at each

polarization are stitched to the earlier scans to yield the composite delay profiles shown in Figure 3

of the main text from which time-dependent anisotropies are calculated. This process ensures that

differences in intensity which may result from imperfect re-alignment after changing polarization

or from small variations in the sample are corrected for.
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Figure S19: PL polarization anisotropy measurements with repeated polarization switching, mea-
suring 1.42 eV photoluminescence at a delay time of 3 ps, exciting the FASnI3 sample with 730
nm pump beam at a fluence of 0.75 µJ cm−2 for two polarizations, one parallel (0°) and one per-
pendicular (90°) to the detected PL polarization. A) Measured signal values after optimising signal
for each polarization. Marker colors correspond to the three different sample spots used, with +
markers for 90° polarization, ◦ markers for 0° polarization. For each sample spot series, values
are plotted in the temporal order in which they were measured. B) Anisotropy values calculated
from the measured intensities shown in (A), following the same color scheme to distinguish sample
spots. The mean anisotropy value across all ten points is also shown, in black, with the error bar
calculated as the standard deviation.
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